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Terminology/Glossary

VD == virtual disk

VM == virtual machine

NIC == network interface card

MPIO == Multi-Path 170

SAN == Storage Area Network

RDM == Raw Device Map

DVS == Distributed Virtual Switch

HA == high availability

DRS == Distributed Resource Scheduler
MRU == Most Recently Used

IQN == iSCSI Qualified Name
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Introduction

This whitepaper goes into depth with configuration examples for connecting to a Dell™ PowerVault™
iSCSI SAN utilizing the software iSCSI initiator inside the VMware ESX4.1 Server. This process is also
documented in VMware’s iSCSI SAN Configuration Guide which can be found on VMware’s website.
Additionally, Appendix A gives details regarding configuring hardware initiators from within VMware
ESX4.1 Server.

The Dell PowerVault MD32xxi & MD36xxi iSCSI SAN storage solution consists of either a standard or high
availability configuration. The standard (simplex) configuration has a single controller with four 1GbE
ports. It can be deployed to support up to 32 hosts non-redundantly. The high availability (duplex)
configuration has dual controllers with four 1GbE ports per controller for a total of eight 1GbE ports.
The dual controller option can also connect up to 32 fully redundant hosts

Provisioning of MD32xxi storage in a VMware ESX4.1 environment is a multi-step process starting with
establishing the iSCSI session, definition of the server topology for host access, and finally allocating
storage to the individual virtual machines (VMs).

New Features in vSphere4 Software iSCSI Initiator

VMware vSphere4 offers many new and advanced enhancements over the iSCSI software initiator in
conjunction with iSCSI SAN connectivity. Many of these new features require advanced configuration in
order to work properly. Administrators who are familiar with ESX 3.5 iSCSI SAN configuration may find
that their current configuration steps are not sufficient to enable all of the advanced features offered
in vSphere4.

VMware vSphere4 ESX4.1 has new support for various new advanced capabilities that were not found in
ESX 3.5:

iSCSI Software Initiator - For ESX4.1, the iSCSI software initiator was re-written from the ground up for
better performance and functionality.

Jumbo Frames - With ESX 4.1 and vSphere4, Jumbo Frames can be enabled on the iSCSI software
initiator. Jumbo Frame support allows for larger packets to be transferred between the ESX4.1 servers
and the SAN for increased efficiency and performance. Jumbo Frame Support can be enabled via the
vCLI.

MPIO - With ESX4.1 and vSphere4, customers can benefit from Multi-Path 1/0 from the ESX4.1 server
and the SAN. This allows for multiple connections to be used to allow for greater bandwidth. This is
especially important for the PowerVault SAN as each PowerVault member has multiple connections and
now ESX4.1 can take full advantage of these connections.

Third Party MPIO Support - With ESX4.1 and vSphere4, VMware has provided an architecture that
enables PowerVault platforms to provide new and advanced intelligent integration.


http://www.vmware.com/pdf/vsphere4/r40/vsp_40_iscsi_san_cfg.pdf

Dell™ PowerVault™ MD32xxi/MD36xxi Deployment Guide for VMware ESX4.1 Server

Supported Hardware and Software

Hardware Requirements
Refer to the following VMware website for the prerequisites for installing VMware ESX server.

http://www.vmware.com/pdf/vsphere4/r41/vsp 41 esx server config.pdf

Supported Operating Systems for the MD32xxi Array
ESX4.1 is the only supported VMware OS for the array.

Architectural Setup

As a best practice, Dell recommends using a separate Gigabit Ethernet network switch to handle iSCSI
storage traffic (see PowerVault MD32x0i IP SAN Best Practices). An IP SAN consists of one or more hosts,
connected to one or more storage arrays through an IP network, utilizing at least one switch in the
network. Each switch in the configuration has a path to the MD32XXi via duplex quad-port controllers.

There are many ways to implement an IP SAN based on need, available resources and intended
application. Some general rules can be used when designing your IP SAN. For example, to maximize
the performance of your storage arrays, all host ports can be utilized. However, nothing requires you
to use all four ports for a given server. You certainly could only use two of the ports if that meets your
I0 requirements. If you choose to use all four ports then they need to be on separate subnets. Later in
this whitepaper we include an in-depth explanation of why we might want to use multiple subnets.
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http://www.vmware.com/pdf/vsphere4/r41/vsp_41_esx_server_config.pdf
http://www.dell.com/downloads/global/products/pvaul/en/ip-san-best-practices-en.pdf

Dell™ PowerVault™ MD32xxi/MD36xxi Deployment Guide for VMware ESX4.1 Server

Considerations When Using iSCSI Software or Hardware Initiators for ESX4.1
Taking advantage of all of these new features requires some new steps to be taken by ESX
administrators. Configuration is done via either GUI or vCLI inside ESX4.1 vCenter. The remainder of
this whitepaper focuses on installation and configuration of an iSCSI software initiator connection to a
PowerVault Series SAN. Each of these commands can be found inside the VMwARE ISCSI SAN
CONFIGURATION GUIDE and where names and IP Addresses are used, they will be different for each
environment. This serves as an example and demonstration of how to configure a new vSphere4 ESX4.1
server correctly and connect it to the PowerVault SAN. The screenshots displayed in this whitepaper
are for reference only and may vary from site-specific implementations.

Establishing Sessions to a SAN in ESX4.1
Before continuing the examples, we first must discuss how VMware ESX4.1 establishes its connection to
the SAN utilizing the new vSphere4 iSCSI Software Adapter.

With previous versions of ESX, sessions were established using a single NIC path and any additional NICs
were there for failover only. With the improvements to vSphere4 and MPIO, administrators can now
take advantage of multiple paths to the SAN for greater bandwidth and performance. This does require
some additional configuration which is discussed in detail in this whitepaper.

VMware uses VMkernel ports as the session initiators. Each VMkernel is bound to a physical adapter.
Depending on the environment this can create a single session to an array or up to 8 sessions (ESX4.1
maximum number of connections per volume). For a normal deployment, it is acceptable to use a one-
to-one (1:1) ratio of VMkernels to physical network cards. This means if there are 3 physical NICs, you
would establish 1 VMkernel per physical NIC and associate a separate NIC with each VMkernel port.

This scheme can be expanded depending on the number of NICs you have in the system. As the
environment grows, you can establish multiple sessions to the SAN by oversubscribing VMkernel ports to
actual physical NICs. This establishes multiple sessions to an array but still utilizes the same physical
NICs as the means to get to the storage. However, VMWare reports issues with oversubscribing
VMkernel ports. Consequently we recommend maintaining 1:1 port binding.

Once these sessions to the SAN are initiated, the VMware NMP will take care of load balancing and
spreading the 170 across all available paths.
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The following assumptions are made for these examples:

ESX4.1 Server is installed

Latest Dell PowerVault MD32xxi firmware is installed

More than one Network Interface Card (NIC) is set aside for iSCSI traffic

No Distributed Virtual Switch (DVS) for iSCSI traffic

The MD32xxi IP address on the host ports will have already been configured (see
PowerVault MD32x0i IP SAN Best Practices)

The network topology is connected and both the ESX server and MD32xxi are powered
on

The environment will be using multiple NICs and attaching to a Dell PowerVault SAN
utilizing Native Multipathing (NMP) from VMware

Configuring i1SCSI Storage on ESX4.1 Server

Note that not every environment requires all of the steps detailed in this example.

Users connecting their vSphere4 environment using just iSCSI HBAs or users wishing to
only assign a single iSCSI NIC with no Jumbo Frame support will not follow these steps
and instead configure their environment as normal.

Users who wish to only enable Jumbo Frame support for their environment will want to
follow steps 1 and 2 but only create a single VMkernel port through the vCenter GUI
after that.

Users wishing to only enable Jumbo Frame support for the iSCSI connection need to
follow steps 1 and steps 2 with the following changes:

o0 Step 1: Configure vSwitch and Enable Jumbo Frames - No changes to the
instructions

0 Step 2: Add iSCSI VMkernel Ports - Instead of assigning multiple VMkernel Ports,
administrators will only assign a single VMkernel Port

Once these two steps are done, the rest of the configuration can be accomplished in the vCenter GUI
by attaching NICs, assigning storage and then connecting to the storage.

Step 1: Configure the vSwitch & Enable Jumbo Frame Support

This step will create a new vSwitch and enable Jumbo Frame support for this switch. Currently there is
no option to enable Jumbo Frames on a vSwitch from the VMware vCenter GUI so these commands must
be run via vCLI. Be sure to check the environment to make sure that Jumbo Frames are supported at
the networking layer before enabling them on the ESX host.

First, connect to the ESX server/vCenter using VI Client.

Next, use the following command to create a new vSwitch called vSwitch2:

esxcfg-vswitch —a vSwitch2

Finally, enable Jumbo Frames on the vSwitch:

esxcfg-vswitch —m 9000 vSwitch2


http://www.dell.com/downloads/global/products/pvaul/en/ip-san-best-practices-en.pdf
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To verify that the switch was configured properly run the following command:
esxcfg-vswitch -1
Your output will look similar to this:

Switch Name Num Ports Used Ports Configured Ports MTU Uplinks
vSwitch2 64 1 64 9000

In this example, note the new vSwitch2 with the MTU of 9000 confirming that the switch was created
correctly. You can also see it displayed in the GUI of vCenter.

Yirtual Switch: wSwitchz Remove...  Properties...

Physical Adapters

Mo associated port groups Q-B-ND adapters

NOTE: Throughout these procedures some of the verification can be done either via command line or
seen in the vCenter GUI. In other cases only the command line method can be used. The polling rate of
vCenter is not instant so changes will not show up immediately after they are typed.

Step 2: Add iSCSI VMkernel Ports

This next step will assign VMkernel Ports to the new vSwitch2. It will also configure Jumbo Frame
support as well as assign the IP Addresses. Administrators familiar with iSCSI connectivity in ESX3.5 will
find that it is no longer required to configure a Service Console port for the iSCSI connection.

Another thing to notice is that because the Service Console is not needed, the iSCSI switch environment
can be on a different subnet than the public environment or existing service console. Each VMkernel
Port will need its own IP Address and they must all be on the same subnet as the PowerVault IP
Address. Nothing requires you to use all four ports for a given server but if you are going to use Round
Robin (RR) then using all four ports is recommended. If you choose to use all four ports then they need
to be on separate subnets and if you need to use vLans you’ll need separate vLans for RR to work
correctly. You certainly can only use two of the ports if that meets the IO requirements.

Configuration Guidelines
Some suggested configurations are based on the number of NICs that will be used for iSCSI traffic.
Every environment will differ depending on the number of hosts, and the number of volumes.

In a default configuration, assign one VMkernel port for each physical NIC in the system. For example,
if there are 3 NICs, assign 3 VMkernel Ports. This is referred to in VMware’s iSCSI SAN Configuration
Guide as 1:1 port binding. VMware vCenter has a maximum of 8 connections to a single volume. In this
whitepaper we choose 3 connections in the 1:1 scenario. This provides scalability and performance as
the SAN environment grows without having to make changes on each ESX host.

If fewer connections are desired follow the above sample configurations to obtain the number of
VMkernel Ports that match the environment and the number of paths you need.

Always keep the entire virtual datacenter in mind when deciding on path and volume count. View the
Release Notes of the PowerVault Firmware for the current connection limits for the Dell PowerVault.

10
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All of these configurations are done for the vSwitch itself. This means that once VSwitch is configured,
the ESX4.1 host will create multiple connections to the PowerVault SAN. Thereafter there only need to
be changes made if more NICs are being added or if more or less paths are needed.

NOTE: Host profiles do not keep information on Jumbo Frames or Port Bindings.
For the rest of this example the configuration steps and commands will be given for the 1:1 binding.

Using VCLI
The following command will add a new iSCSI VMkernel Port named iSCSI1 on the vSwitch created in the
previous step.

esxcfg-vswitch —A iSCSI1 vSwitch2

This next command will configure the IP Address and Subnet Mask and enable Jumbo Frame support for
the new VMkernel Port named iSCSI1

esxcfg-vmknic —a —i 10.10.6.206 —n 255.255.255.0 —m 9000 i#SCSI1

For our example with a 1:1 relationship with 3 NICs we need to create two more VMkernel Ports named
iSCSI2 and iSCSI3.

esxcfg-vswitch —A 1SCSI2 vSwitch2

esxcfg-vmknic —a —i 10.10.7.207 —n 255.255.255.0 —m 9000 iSCSI2

esxcfg-vswitch —A 1SCSI3 vSwitch2

esxcfg-vmknic —a —i 10.10.8.208 —n 255.255.255.0 —m 9000 iSCSI3
To verify the configuration enter the following command:

esxcfg-vswitch —I

The output will look similar to this:

Switch Name Num Ports Used Ports Configured Ports MTU Uplinks
vSwitch2 64 7 64 9000
PortGroup Name VLAN ID Used Ports Uplinks

iSCSI13 0 1

iSCSI2 0 1

iSCSI1 0 1

This will show the VMkernel ports that are assigned to the vSwitch. To verify the IP addresses enter the
following command:

esxcfg-vmknic —I
The output will look similar to the graphic below.

You can also verify the IP Addresses via the vCenter GUI. In vCenter, on the ESX Host, navigate to
Configuration -> Networking.

11



Dell™ PowerVault™ MD32xxi/MD36xxi Deployment Guide for VMware ESX4.1 Server

Virkual Swikch: vSwikchz Remove... Properties...
Wikemel Por — - Phyzical Adapters
£ isCsI3 g Mo adapters
winkZ © 10,10.8.208
Yidkemel Port
L3 isCsI2 g-u-

ymkl :10,10.7.207

Wikemal Port
2 i5CSI1 @ o
winkil : 10,10.6.206

Step 3: Assign Network Adapters

The next step in the process is to assign the network adapters (NICs) that will be attached to the iSCSI
network and used for iSCSI traffic. These will be attached to vSwitch2 that we created earlier. This can
be done two ways, in the vCenter GUI or by vCLI.

Using vCLlI
To list all of the adapters in the system run the following command:

esxcfg-nics —I
The output will look similar to this:

Name PCI Driver Link Speed Duplex MAC Address MTU
vmnicO 03:00.00 bnx2 Up 1000Mbps Full 00:21:9b:8b:4b:b0 1500

Next., assign the NICs that are physically connected to the SAN infrastructure and to the vSwitch. The
following command assumes that we are assigning vmnicl, vmnic2, and vmnic3 to the vSwitch.

esxcfg-vswitch —L vmnicl vSwitch2
esxcfg-vswitch —L vmnic2 vSwitch2
esxcfg-vswitch —L vmnic3 vSwitch2

Once again, to verify the configuration, type the following command to list the vSwitch information:
esxcfg-vswitch —I

Your output should look similar to the following. Note the new vmnics that were assigned to the
vSwitch under uplinks.

Switch Name Num Ports Used Ports Configured Ports MTU Uplinks

vSwitch?2 64 9 64 9000
PortGroup Name VLAN ID Used Ports Uplinks

iSCSI3 0 1 vmnicl,vmnic2,vmnic3
iSCSI2 0 1 vmnicl,vmnic2,vmnic3
iSCSI1 0 1 vmnicl,vmnic2,vmnic3

12
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Using the VCenter GUI
Adding a NIC can also be configured and verified in the vCenter GUl. Remember that the polling of
vCenter is not instant so a refresh might need to occur to see the latest changes.

First, navigate to the Networking section on the ESX host you are configuring (Configuration ->
Networking). From here, click Properties on the vSwitch2.
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Click the Network Adapters tab, then click Add. This will open up the Add Adapter Wizard. From
here select the vmnics that you want to add to the vSwitch. In our example they will be vmnicl,
vmnic2 and vmnic3.

= Add Adapter Wizard

Adapter Selection

Mew adapters may be taken from a pool of unused ones, or transferred from an exsting
wirbual swibch.

Adapter
Ml f Select one or more adaphers from the Following list. If you sedect an adapter that is
attacheed bo another virtual switch, it will be removed from that virtual switch and
added to this one.

Mamme Speed Metwiork:
Unclaimed Adapters
Fl 8 wnict 1000 Full 10.10.6.96-10.10.56.250
Bl B vonicz 1000 Ful 10,10.7.96-10.10.7.250
Bl B vwnics 1000 Ful 10.10.8.96-10.10.8.250
vSwitchD Adapters
O & wnico 1000 Full 128.0.0.1-755,255,255.2...

Help I < Back ” Newxt > I Carvoel

Click Next after you have selected the chosen adapters. For now, keep the defaults listed in the
Failover Order screen and click Next.

Review the adapters listed and click Finish completing the process. These adapters will now show up in

the GUI under the Network Adapters tab.

14



Dell™ PowerVault™ MD32xxi/MD36xxi Deployment Guide for VMware ESX4.1 Server

Step 4: Associate VMkernel Ports to Physical Adapters

This step creates the individual path bindings for each VMkernel to a NIC. This is required in order to
take advantage of features such as Most Recently Used (MRU) and Round Robin (RR) multipathing
policies or 3rd party MPIO plug-ins currently available from Dell.

In this example, we have 3 VMkernel ports and 3 NICs. This means that each NIC will have 1 VMkernel
port assigned to it. Again, each environment will differ and these numbers can change based on the
number of NICs and the number of paths assigned.

This process can be done either via vCLI or through the vCenter GUI.

Using vCLlI
By default, all the vmnics are assigned to each VMkernel port. We need to remove all but one vmnic
from each VMkernel port so that each VMkernel port has only one uplink.

Before running these commands the switch information looks like the following:

Switch Name Num Ports Used Ports Configured Ports MTU Uplinks

vSwitch?2 64 9 64 9000
PortGroup Name VLAN 1D Used Ports Uplinks

iSCSI3 0 1 vmnicl,vmnic2,vmnic3
iSCSI2 0 1 vmnicl,vmnic2,vmnic3
iSCSI1 0 1 vmnicl,vmnic2,vmnic3

You can see that there are three vmnics in each uplink for each VMkernel Port. This is what we need to
change so that only a single vmnic is in each uplink and that we manually load balance them across all
available VMkernel Ports.

To accomplish this process via vCLI first note the vmnic number of the first NIC you want to remove
and type the following command:

esxcfg-vswitch —p iSCSI1 —N vmnic3 vSwitch2

This removes vmnic3 from VMkernel port iSCSI1 so that now vmnicl and vmnic2 are left on iSCSI1. We
then need to remove vmnic2 so that only vmnicl is associated with the iSCSI1. To do this type the
following command:

esxcfg-vswitch -p iSCSI1 -N vmnic2 vSwitch2

Now that we have just one vmnic associated with one VMkernel port we need to repeat these steps to
remove the excess NICs from the other ports.

esxcfg-vswitch —p iSCSI2 —N vmnicl vSwitch2
esxcfg-vswitch —p iISCSI2 —N vmnic3 vSwitch2
esxcfg-vswitch —p iSCSI3 —N vmnicl vSwitch2
esxcfg-vswitch —p iSCSI3 —N vmnic2 vSwitch2

To verify that this was done correctly type the following command:

esxcfg-vswitch -1

15
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The output will look similar to this:

Switch Name Num Ports Used Ports Configured Ports MTU Uplinks

vSwitch2 64 9 64 9000
PortGroup Name VLAN 1D Used Ports Uplinks
iSCSI13 0 1 vmnic3
i1SCSI12 0 1 vmnic2
iSCSI1 0 1 vmnicl
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The important thing to note is that under the Uplinks section there is only one vmnic assigned to each
iSCSI VMkernel port and that they are evenly distributed across them.

Using the vCenter GUI
First, navigate to the Networking section on the ESX host you are configuring (Configuration ->
Networking). From here, click Properties on the vSwitch2.

Next, select one of the VMkernel Ports, in this example iSCSI1 and click Edit.

From here select the NIC Teaming tab. Here you are going to select the check box for Override
vSwitch failover order.

As in the vCLI example, we will assign vmnicl to iSCSI1. This is done by selecting each adapter that is
not going to be assigned to the VMkernel (vmnic2 and vmnic3 in this case) and clicking the Move Down
button until it is listed under Unused Adapters. The following figure shows the completed result. Click
Ok to complete the process. Repeat these steps for each of the iSCSI VMkernel ports so that each
VMkernel port is mapped to only one adapter and they are all balanced. In this example we assign
iSCSI1to vmnicl, iSCSI2 to vmnic2 and iSCSI3 to vmnic3.
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% iSCSI1 Properties

General | 1P Settings | Security | Traffic Shaping MIC Teaming
Policy Exceptions
Load Balancing:
Network Failover Detection:

Notify Switches:
Failback:

n e e e
K| KA { KR K

Failover Order:
[v  Owverride wSwitch Faillover order:

Select active and standby adapters for this port group, In a Failover sibuation, standby
adapters activate in the order specified below,

Mame Speed Metworks Mowe Li |
Active Adapters N

BB vmnicli 1000 Full 10.10.6,1-10.10.6,254 —l
Standby Adapters

Unused Adapters

B8 vmnics 1000 Full 10,10,7,1-10.10.7,254

BB vmnicz 1000 Full 10.10.8.1-10.10.8.254

Adapter Details

Mame:

Location:

Driver:

oK Cancel Help
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Step 5: Enable the VMware iSCSI Software Initiator

This step enables the iSCSI initiator to prepare the ESX host to connect to the PowerVault SAN. This can
be done either through a vCLI command or through the vCenter GUI.

NOTE: To use MD3600i with ESX 4.1 and ESX 4.1 Update 1, the MD36xxi PID has to be added to the
manageable device list for VMW_SATP_LSI module before performing this step. See “Steps to Add an
MD36xxi Into the ESX Rule Set” in Appendix A for details on this procedure.

Using vCLI
First, type the following command:

esxcfg-swiscsi —e
This will enable the software iSCSI initiator. To verify that it is enabled type the following command:
esxcfg-swiscsi —q

Using the vCenter GUI
From the vCenter GUI on the ESX host navigate to Configuration -> Storage Adapters. Select the iSCSI
Software Adapter and click Properties.

Storage Adapters Rescan...

Drevice: | Type | S Identifier [
QLA236x

vmhbal Fibre Channel 21:00:00:e0:8b:1c:b4:as
PowerEdge Expandable RAID Controller 5

vmhbal 5CSI

iSCsI Software Adapter

i5CSI Software Adapter i5CS1

Details

Properties...
Model: IP Address:
iSCSI Mame: Discovery Methods:
iSCSI Alias: Targets:

When the iSCSI properties window opens under the General tab, click the Configure button. Place a
check mark in Enabled and click Ok. This will enable the iSCSI initiator and assign a unique ign to the
ESX host. Administrators familiar with enabling iSCSI in ESX 3.5 will notice that the firewall policies are
automatically set when you enable it in vSphere4.
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() {SCS| Initiator {(vmhba33) Properties E|@|E |

General ]Dvrm Dis:mrv] Static Discovery | CHAP Authentication ]
i5CSI Properties
Manme:
Alias:
Target discovery methods:  Send Targets, Static Target

Software Initiator Properties
Skakus: Diszhled

CHAP... Advanced. .,
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[ ISC51 Initiator [QAUECEEIN Properties P =] 5§

General ] Dynamic Discavery | Static Discovery | CHAP Authentication |

r—I5CS] Properties
ISCSI name:
I5CSI alias:
Target discovery methods:

—i5C5] Properties
iSCS1 Marne: |

251 Alias:

Close Hehk

Step 6: Binding VMkernel Ports to iSCSI Software Initiator
NOTE: If this step is skipped there will only ever be a single connection to the PowerVault SAN.

First, note the vmhba# of the iSCSI Software Initiator. This can be seen in the vCenter GUI on the ESX
host under Configuration -> Storage Adapters.

SUrnMmary Virtual Machines tesource Allacation | Performance - [eGG G NEaa W Tasks & Events | Alarms | Permissions | Maps ! Storage b
Hardware Storage Adapters
Processars Device Type W
SI Software Ada
Mernory
- ( vmhba33 \ i5CS] ign. 1998-01.com. vmware: esx4b-7cdS86cc:
orages 631HESB,6321ESB IDE Cefitroller
Netwiarking Black SCSI
» Storage Adapters @ wvmhbai2 Black SCS1
Metwork Adapters LSI1068E
Advanced Settings & wvmhbao Block SCSI

This value can also be found by running the following vCLI command to discover all SCSI devices
including the iSCSI software adapter:

esxcfg-scsidevs —a
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The output will look something like the following:

vmhbaO mptsas link-n/a sas.5001ec90e0ba7c00

(1:0.0) LSI Logic / Symbios Logic LSI1068E

vmhbal ata piix link-n/a ide.vmhbal

(0:31.1) Intel Corporation 631xESB/632xESB IDE Controller
vmhba32 ata_piix link-n/a ide.vmhba32

(0:31.1) Intel Corporation 631xESB/632xESB IDE Controller
vmhba33 iscsi_vmk link-n/a iscsi.vmhba33

() Software iSCSI

In this example, we can determine that the vmhba# for the iSCSI Software Initiator is vmhba33. This
will be used in the next step. This value will differ on various systems based on the devices installed.

The next piece of information to gather is the vmk# of each of the VMkernel ports. Again, this can be
done via the GUI or vCLI.

From the vCenter GUI navigate to Configuration -> Networking. From the vSwitch that was created
earlier under each VMkernel port, the vmk# will be listed.

NOTE: vMotion ports and other VMkernels will utilize the same numbers based on the order they are
created. They may not start with vmkO.

Virkual Swikch: vSwikehz2 Remove... Properties...
el Port Phyzical Adapters
g-ﬂ- Ef vronicl 1000 Full  £3
vk © 10,10.8.208 E@ vmnic2 1000 Full E3
Widkemnel|Por BB vmnic3 1000 Fudl 3
0 i5C512 e o
vkl §10,10,7.207
Wikernal[Port
iSCSI1 gﬂ.,.
winki : 10,10.6.206

In this example we see that iSCSI1 is vmkO0, iSCSI2 is vmk1, and iSCSI3 is vmk2.
We can also see this in the vCLI by using the following command:

esxcfg-vmknic —I
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The output will look similar to this:

Interface Port Group/DVPort IP Family IP Address

Netmask Broadcast MAC Address MTU TSO MSS

Enabled Type

vimkO iSCSI1 IPv4 10.10.6.206

255.255.255.0 10.10.5.255 00:50:56:7b:d8:3e 9000 65535 true
STATIC

vmkl §SCSI12 1Pv4 10.10.7.207

255.255.255.0 10.10.5.255 00:50:56:7e:ae:80 9000 65535 true
STATIC

vmk2 §SCSI13 1Pv4 10.10.8.208

255.255.255.0 10.10.5.255 00:50:56:74:a4:e0 9000 65535 true
STATIC

We can determine this same information from the GUI.

Now that we know the vmhba# and the vmk# we can map each VMkernel Port to the iSCSI Software
Initiator. This step must be done through the vCLI by typing the following command:

esxcli swiscsi nic add —n vmkO —d vmhba33

This will bind the vmk0O VMkernel port to the iSCSI Software Adapter vmhba33. We then proceed to bind

all of the other vmk# to the same vmhba.
esxcli swiscsi nic add —n vmkl —d vmhba33
esxcli swiscsi nic add —n vmk2 —d vmhba33
To verify that all of the vmk# are bound properly to the vmhba run the following command:

esxcli swiscsi nic list —d vmhba33

This will list all of the information for VMkernel ports that are assigned to the iSCSI Software Adapter.
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Step 7: Connect to PowerVault MD32XXi Storage

Now that the advanced configuration for the vSphere4 iSCSI Software Initiator has been completed, the
next stage is to connect to the Dell PowerVault SAN. More information for complete administration of
the Dell PowerVault SAN can be found in the PowerVault User’s Guide. In this example we will attach
the iSCSI Software Initiator to the SAN. We will skip configuring CHAP but both one way and bi-

directional CHAP is supported by the PowerVault SAN.

First, navigate in the vCenter GUI to Configuration -> Storage Adapters. You should now see your

iSCSI Target name listed.

Device | Tvpe | SAN Tdandifier |
isCSI software Adapter

mhbai3 5CS1 ign. 1998-01 .com. vmweare:... |
LSI1068

wivhbal 2051

PowerEdge Expandable RAID Controller 5

winhbal |

Click on the iSCSI Software Adapter and click Properties. In the iSCSI Server box type an IP Address
for one of the iSCSI host ports of the PowerVault SAN and click OK. There may be a slight delay before

the process completes.
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Click the Dynamic Discovery tab, then click Add.

{:: i9CSI Initiator {vmhba40) Properties ] &lgi_:lsi

General Dynamic Discovery Isnﬁsascbvm] CHAP Authentication |

Send Targets
Obtain information about barget devices directly from the Following iSCSI servers using

[5CS] Server | Status 1

e
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When this is done click Close or enter in another IP Address if there are multiple SANs in your
environment. You will be prompted for a Rescan of the HBAs but at this time it is unnecessary as there

are no virtual disks assigned.

"7 iSCSI Initiator {vmhba33) Properties

General Dynamic Discovery |Statlc Discovery | CHAP Authentication |

Send Targets
Discover I9CS1 targets dynamically From the Following IP addresses:
I5CSI Server Address |

i *! Add Send Target Server
i5CS1 Server: {10.10.5.180
Port: IEIZE:EI
Inheritance:

= Authenticakion may need to be configured before a session can
B be established with any discovered targats,

CHAE. .. | tclvanced

add... HEMO | |
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Step 8: PowerVault MD32xxi Storage Setup and Configuration

The next step will be to create a new volume and assign it to the ESX server. This can be done multiple
ways so refer to the PowerVault User’s Guide for more information. In this example we will create a
100GB virtual disk and assign it to this ESX host using the ign name.

First, create virtual disks on MD32xxi using the steps described in:

http://support.dell.com/support/edocs/systems/md3200i/multlang/GSG/DAO BCC/GSG.pdf-

NOTE: in this example the storage array is an MD32xxi with virtual disks already configured using the
Configure Storage Array selection under the Setup tab. The new ESX host being added is hamed
“VMware_hostl1”.

Add a New ESX Host

After opening the Modular Disk Storage Manager and selecting the MD32xxi storage array to be
configured, select the Mappings tab. Manually Define Hosts by highlighting the Storage Array Name
and right-clicking. Select Define -> Host.

# AusSell910 - Power¥ault Modular Disk Storage Manager {(Array Management)

&4 ) | POWERVAULT M AR DISK STORAGE MANAGER

Storage Array  Wiew  Mappings Disk Group  Wirtual Disk  RAID Controller Module  Physical Disk  Adwanced  Help

AusSello1o ) optimal

Summary Logical Physical ENHEE Setup  Support

|DeF\ned IMappings
I Vivk 1=l Mgk Marne | drcessible By LLIM I Wirtual Disk Capacity I Tvpe I
Host Group...

aulk Group 31 Access

ﬁ Undefinec Host. ..
i ) Copy Manager...
Default G St ane Bartboning
n = 5 Storage Partitioning. .
= Unassodiate =
Blink 13
Configuration 3
Premium Features...
Physical Disk Security 3

Recovery Guru...

Monitor Performance...

Change 3

Synchronize RAID Controller Module Clocks. ..

Rename...

Set Password. ..

Exit

ELEE
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Name the Host

Select a name that matches the naming convention used for the environment that you are configuring,
(for example, VMware_hostl). Leave partitions enabled and select Next.

Aus5ell910 - Specify Host Name (Define Host)

This wizard will help vou define the hosts that will access the virtual disks in this storage array, You
will define one host at a time.,

Defining & host is one of the steps required bo let the storage array know which hosts are atbached
ko it and to allow access to the wirtual disks.

What preparation tasks are required?

Host name {30 charackers masximum):
I'u'Mware_hu:nstl

Wby would wou use storage partitions?

Question:

Do wou plan to use skorage partitions on this storage array?
{* Yes

= Na

Maoke: The wizard needs to know if wou plan to use storage partitions so it can provide the proper

skeps to define the host, You can always go back and re-define the host if vou change wour
ENSWET,

Mext = I Cancel | Help |
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Select Host Port Identifiers
Using the pull down, select the host port identifier. In this example, because the iSCSI session has
already been established the ign is already in the list.

AUSSELL1112 - Specify Host Port Identifiers {Define Host)

The host communicates with the storage array through its host bus adapters (HEAs) or its i3] initiators where each physical
port has a unigue host port identifier. In this skep, select or create an identifier, give it an alias or user label, then add it ko the
lisk to be associaked with host YMware_host1,

Hows do I match a host port identifier bo & host?
“hoose a method For adding a host port identifier to a host;

f* Add by selecting a known unassociated host port identifier

Known unassaociated host part identifier:

ign.1993-01,com, vimware:esxr710-717eat6de j Refresh
- Select Identifier -

iqn. 1998-01.com. vmware: 0-717ea6de

Meva hiosk port identifier {max 223 characters):

IJser Label (30 characters maximum);

fdd = Remove &

Host port identifiers to be associated with the host:

Huosk Port Identifier alias [ User Label

< Back | ext = I Cancel | Help |

NOTE: You can also add the ign manually. To find the iSCSI Initiator Name from the vCenter GUI go to
Configuration -> Storage Adapters, and then click on the iSCSI Software Adapter. You can then copy
the ign value and paste it into the Add by creating a host port identifier field.

vmhba33
Model; 15C51 Saftware Adapter
i3C31 Mame: @998-01 .cum.vmware:esx"rb-?@
iS55I Alias:
Connecked Targets: 0 Devices; 0 Paths; 0
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Enter a Host Port Alias
An alias is used in the topology tree to identify the port. Add a unique alias for this host port such as

the one below, and then select Add

#9 AUSSELL1112 - Specify Host Port Iden

The host comnunicates with the storage array through its host bus adapters (HEAs) or its iSCSI initiakars where each physical

port has a unigue host port identifier. In this step, seleck or create an identifier, give it an alias or user label, then add it to the
lisk to be associaked with host Viware_host1,

How do T match a host pork identifier bo a host?

“hoose a method For adding a host port identifier to 2 host:

f* Add by selecting a known unassociated host port identifier

Known unassaociated host part identifier:
qun. 1993-01. com, vmware; esxr710-71 Feadde j Refresh |

" Add by creating a new host port identifier

Meva hiosk port identifier {max 223 characters):

User Label (30 characters maxinun):

I'\I'Mware_hnst 1_portl

Add » Remove &

Host port identifiers to be associated with the host:

Huosk Port Identifier alias [ User Label

< Back | ext = I Cancel | Help |
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The completed host port screen will be similar to the one below. Select Next to continue.

¥ AUSSELL 1112 - Specify Host Port Identifiers {Define Host)

The host communicates with the storage array through its host bus adapters (HE&s) ar its iSCSI initiators where each physical
port has a unique host port identifier. In this skep, select or create an identifier, give it an alias or user label, then add it to the
list ko be associated with host YMware_hostl,

How do I makeh a bosk port identifier bo s host?

Choose a method For adding a host port identifier to a host:

f+ Add by selecting a known unassociated host port identifier

Known unassociated haost port identifier:

Refresh |

" Add by creating a new host port identifier

Mew host port identifier {max 223 characters);

User Label (30 charackers maximum):

Add ¥ | Remayve &

Host port identifiers to be associated with the host:

Host Part Identifier Alias | User Label
ign. 1993-01, com. vmware: esxr710-71 Feadde Whvaare_hostl_portl

= Back | Mesxck = I Cancel | Help |




Dell™ PowerVault™ MD32xxi/MD36xxi Deployment Guide for VMware ESX4.1 Server

Select VMware as the host type.

FAUSSE“QIU - Specify Host Type (Define Host) E

In this skep, wou must indicate the host bype (operating system) of the host, This information will be used to determine how a
request will be handled by the storage array when the host reads and writes data to the virtual disks.

hoke: For some host bypes, there may be several choices provided in the list,

Host tyvpe {operating swskem):

I-Select from lisk- I

-Select From list-

< Back | [dext = I Cancel | Help |
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If you intend to use advanced VMware features such as VMotion then this host will share access with

other ESX servers and you will have to create a Host Group. We will create a host group for this
example.

5ell910 - Host Group Question {Define Host)

What is 3 hosk group?

Question:

Is the host vou are defining part of a cluster of multiple hosts (& host group) that will share access bo the same virtual disks in a
storage partition on the storage arraw?

% ¥es - this host will share access ko the same virkual disks with other hosts,:

" Ma - this hast will NOT share access ko the same wvirtual disks with ather hosts.

If you select Yes, wou will be taken to a screen bo specify 8 name For the group of hosts,

If you select Mo, you will be taken to a preview screen, IF wou need to define a host group later, you can use the Define Hosk
Group opkion,

< Back | Mext = I Cancel | Help |
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Enter a Host Group Name
Enter a host group name that is appropriate for your environment. For this example we used

“VMware_Groupl.”

s%ell910 - specify Host Group {Define Host)

‘What is 5 host group?

Because vou specified on the previous screen that the host you are defining will share access ko virtual disks with one or more
other hosts, you must indicate the name of the host group that this host will be associated with,

¥ou can either {13 manually enker a new hosk group name or {23 select an existing host group, If wou select an existing one,
wou will be shown the hosts currently associated with it

% Enter name (30 characters masximum)

I\-‘Mware_Grnup1|

™ Select existing host graup Associated hosts in host group:

I—Select From lisk- - | Marne Host Tvpe

< Back | Mext = I Cancel | Help |
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Review the Host Definition. If all of the information is correct for your environment select Finish.

#9 AUSSELL1112 - Preview (Define Host) E

ou hawe defined wour host as follows, IF vou are going ko be defining a lok of additional hosts, yvou can sawe the current
host definition to a scripk file and use it as a template. You can then make appropriate changes to the script file for
subsequent host definitions using the command line or script editor,

Should T save the host definition ko & scripk? Save As Script... |

EI Host group: Myware_Groupl

E Host: YMware_haottl

Current hosk definition:

Host name: VHware hotrl

Host type: VHMWARE

i8C3T initiator lakhel/nawme:
VHware_hnstl_PDrt.lfiqn.1998—Dl.c0m.vmware:esxr'?lD—'?l'?eaGde

bzzociated host group: Myuware Groupl

= Back | Finish I Cancel | Help |
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When the Creation Successful dialog box appears, select No. (You can add additional Hosts after you
have finished configuring the current host.)

¥ AusSellall - Preview {Define Host)

ou have defined wour host as Follows,  IF wou are going to be defining a lok of additional hosts, wou can sawe the current
host definition ko a script file and use it as a template, You can then make appropriate changes to the script File Far
subsequent hiost definitions using the cormmand line ar script editar,

Should T save the host definition ko a script?

Current host defir

Host name:
Host ty
Host pc

bLlias

Lzsociatec

Sawve fs Script. ..

The new host group and associated host were successfully created.
Do wou want ko define another host?
Maote: IF wou are done defining all of wour hosts, use the Define Storage

Partition option to map wour hosts and virtual disks into storage
partitions,

< Back | Finish I

Cancel |

Help |
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Define Mappings for LUNs
NOTE: In this example the Disk Groups and Virtual Disks have already been created using the wizard
under the Setup tab.

In the topology tree expand the Undefined Mappings and highlight one of the Virtual Disks.
Right-click and select Define Additional Mappings.

ﬁnusSellglU - PowerYault Modular Disk Storage Manager (Array Management)

SK STORAGE MANAGER

Taopalogy Defined Mappings
=l Storage Array AusSella1o Wirtual Disk Mame Accessible By LLIN Wirbual Disk Capacity Type

Undefined Mappings

E--E Host Group YMware_hostgroup_L
E Host Wware_host1

i---!UnassDciated Host Port Identifiers

GLEIE
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NOTE: Remember that the virtual disk is assigned to the host group and not the host. For this example

we selected the host group that was defined in the previous steps.

55ell910 - Power¥ault Modular Disk Storage Manager (Array Management)

Topalogy

| Storage Array Ausseleln

S Undefined Mappings

=} E’E’E Default Group
@ Host Group YMware_hostgr
[ E Host YMware_hostl

[ Unassociated Host Port Idertifie

Use this option to define an additional wirtual disk-to-LUN mapping. You can map the virtual disk
ta the default group or to & host group or & host in an existing storage partition. If vou want ko
create a new storage partition, use the Define Storage Partition option instead, For more
infarmation, refer ta the online help.

Host group or host:

-Select From list- j

-Select from list-

Yirbual Disk:

irkbual Disk Capacity

Type I

‘irkual Disk Mame ‘irtual Disk Capacity

2 30,000 =B

Ldd Close | Help |

IELE
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Assign the other virtual disk to the same host group.

7 AusSell910 - Power¥ault Modular Disk Storage Manager {(Array Management)

AR DISK STORAGE MANAGER

Storage Array View Mappings Disk Groum Ltk lost ool oL
= | Aus5ell910 - Define Additional Mapping | %]

Summary | Logical Physical

Use this option to define an additional wirtual disk-to-LUN mapping. You can map the virtual disk.
Topolagy ko khe default group or to a hast group or & host in an existing storage partition, IF you want to
Eﬂ Storage Aray AusSela10 create a new storage partition, use the Define Storage Partition option instead. For more irtual Disk Capacity Type

information, refer to the anline help,
-ﬁ Undefined Mappings

Host group or host:

IHost Group YMware_hostgroup_1 LI

Logical unit number (LURG {0 to 255):
E l

[ Unassociated Host Part Identifie Wirtual Disk:

@ Host Group YiMware_hoskgr

B Host Yware_hostl

Wirtual Disk Mame Wirtual Disk Caparity

Add Close | Help |
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After the virtual disks are assigned, notice that the host group and its associated hosts are no longer
under the default group in the topology. This completes the configuration.

el ower¥ault Modulas Storage Manager {Array Management |_ (O] x|

POWERVAULT SK STORAGE MANAGER

Storage Array  Wiew  Mappings Disk Group  Wirtual Disk  RAID Controller Module  Physical Disk  Adwanced  Help

Summary | Logical Physical ENUEE] Setup  Support

Topology |DeFined IMappings
=1-{id Storage Array Aussella1n Yirbual Disk Mame I Accessible By LUM I Virkual Disk Caparity I Type I
. 1 Host Group WMware_host, ., a 50,000 GE Standard
73 Undefined Mappings
- Hast Graup YMiare_host, . 1 30,000 GB standard
Default Group % Access Haost Group Yiware_host. .. 31 Access

B8 Unassociated Host Port Identifiers

E Host YMware_host1

lesne®
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Step 9: Perform a Rescan so VMware Sees the Virtual Disk

The next step is to connect to the volume on the SAN and verify the connection status. Since the iSCSI
access and configuration was configured in the last step, the only thing to do now is to rescan the iSCSI
Adapter and make sure the volume appears correctly.

In the vSphere4 GUI, click on Configuration -> Storage Adapters and select the iSCSI Software
Adapter. Click Rescan All, choose Scan for New Storage Devices and select OK.

[ AUSSELL? - vSphere Client _[Olx]
File Edit Wiew Inventory Administration Plug-ns Help
= —
B ‘E} Home b gf] Inwentary b [ Hosts and Clusters |W55archlnventwy ‘Q|
4 +
@ & ¥

= [ AUSSELLT
=] austinsellwith

192.168.128.202 ¥YMware ESXi, 4.1.0, 260247

[ 192.18.128.202 | Getting Started | Summary | virtual Machines | Resource allocation | Performance KRG Ll 25k ts | Alarms | Permissions | Maj
T Storage Adapters Refresh  Rescan Al
orocessors Devics | Type | iy | -]
Memory @ wmhbat SCsl
Shorage PowerEdge R710 SATA IDE Controller
@ wmhban Block SCSI
Metworking
atorage Adant @ wmhbass Block SCSI
v
_ 0rage Adapters iSCSI Software Adapter
[ Rescan [ |:@ wmhba3d i5CsT ign. 1998-01,com, vmware: ESXR710-71 Featde:
IV Scan for Mew Storage Devices Details
Rescan all host bus adapters For new storage devices. & -
Rescanning all adapters can be slow, ¥mhba39 Praperties...
1 Model: I5C51 Software Adapter
1551 Nams: ian. 1996-01 . com.vmware:ESHRT 10-71 Teabds
15C51 Alias:
I~ can For Hew YMFS Vol ;
can Far Hewt olmes Connected Targets: 0 Devices: 0 Paths: 0
Rescan all known storage dsvices For new YMFS volumes that
have been added since the last sean. Rescanning known View: [Devices Paths
storage Far new file systams is Faster than rescanning For new N A
starage. Mame: Runtime Mame: LUN Type Transport Caparity
oK | Cancel Help |
4 | |

Recent Tasks Mame. Target or Status contains: ~ Clear %
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If everything has been configured properly, under Devices there will be new PowerVault iSCSI Disks
with the correct LUNs, similar to what’s shown below.

USSELLT - vSphere Client =1 3

File Edt iew Inventory Administration Plugdns Help
g 8 ‘E} Home b gF] Tnwentory b [E) Hosts snd Clustsrs |ﬁ£‘- Search Inventory ‘Q‘
e B
5 () AUSSELLY
[=] Austinsellwith

[& [192.168.128.202 Configuration

Hardware Storage Adapters Refresh Rescan all,
J— Device [ Tvpe W | B
Memary {3 wmhbat SCST
storaae PowerEdge R710 SATA IDE Controller
Networking {3 wmhbal Block SCST

& wmhbazs Block SCST
> Storage Adspters iSCS1 Software Adapter

Network Adspters | & vmhbaza i5CST iqn. 1995-01com, vmware:ESKRZ10-71 7eabde:
advanced Settings 2
Pawer Management Details

Software vmhba3a Froperties...

Model: ISCST Software Adapter

Licensed Features I5CSI Name: iqn. 1998-01 com vmware:ESKR710-71 7eabde
Tire Corfiguration ISCSI Alias:
DNS 3nd Routing Connected Targets: 2 Devices: 2 Paths: 4
Authentication Services
Power Management View: [Deger] R
Virual Machine Starbup(Shutdawn Name | Runtime Mame |t | Type Transpart Capacity
Virtual Machine Swapfile Lacation | DELL 551 Disk (naa,5842b2b0004,,, _ whba39:C1:T0:L0 0 disk i5Cs1 50,00 GB
Seaurity Profle DELL iSCS1 Disk {naa.5842b2b0004. .. wmhba39:CLTOiLT 1 disk i5Cs1 50.00G8
System Resource Allocation
Advanced Settings

4 | |

Recent Tasks Hame, Target or Status contains: - Clear %

Hame | Target | Status | Details | Tnitisked by | wCenter Server | Requested Start Ti... — | Start Time | Completed Time [ =
@ Rescan all HBAs E 192.168.128.202 & Completed Administrator @ AUSSELLY 12/2/2010 10:35:50 . 12/2§2010 10:35:50 ... 12/2/2010 10:37:16

If the device information is correct select the Path tab and verify that there are active and standby
paths for each device (LUN).

USSELL? - vSphere Client o]

File Edt View Inventory Administration Plugrins Help
g B8 ‘E} Home b g Tnwertory b [ Hosts and Clusters
4+ +
& B
=l [ AUSSELLT
[=] Austinselwith

Search Inventory ‘ Q |

[B152.168,128.202 Configuration
Hardware Storage Adapters Refresh Rescan All...
orocessors Device: | Type [ wewny | -]
Memary {3 vmhbat SCS1
PowerEdge R710 SATA IDE Controller
Storage
(3 vmhban Block SCSI
Netwarking
- A (& vmhba3ss Block 5C51
' D'a']ek ;D = iSCST Software Adapter
Network Adapters © vmhba3g iS¢0 g, 1996-01,com, viwar s:ESHR710-71 7eabde!
Advanced Settings 2
Power Management Details
Software vmhba39 Properties...
Model: 5251 Software Adapter
Leensed Features 5251 Name: iqn. 1998-01,com, vmware:ESKR7L0-71 7eabde
Tirne Configuration SCS1 Alas:
DN5 and Routing Connected Targets: + Devices: 2 Paths: &
Authentication Services
View: |Devices | [Faths
Power Management [z
virtual Machine Star N Runtime Mame: Target LUy | Status |
yirtual Machine Swapfile Location vmhba33:C:T0:L0 : 0 & Active (1j0) |

vmhba39:C3:T0L1
vmhba39:C2:TL0 Stand by
wmhba3®C2:TOLL Stand by

1 & Active (1iO)
0
: 1

vmhba3%:C1T0L0 : 0 @ Acive
1
0
1

Security Profile
System Resource Allocation

Advanced Settings

vmhba3%:C1:ToiL1 @ Acive
vmhba39:Co:T0:L] Stand by
vmhba39:Co:TL1 Stand by

Recent Tasks Mame, Target or Status contains: = Clear X

Name | Target | status | Details | nifiated by | vCenter Server | Requested Start Ti... < | Start Time | Completed Tims | -
£ Rescan 2l HBis B 121812820 Completed Administrator (5] ALSSELLY 12/2/2010 10:41:41 .. 120202010 1054141 L. 12202010 L0353 o,

Repeat this step for each additional new Dell iSCSI disk that is created.
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Step 10: Create VMFS Datastores

Now that the iSCSI Software adapter is set up and configured and the Dell iSCSI disks are visible to the
adapter, they can also be formatted as VMFS Datastores.

Creating a datastore from the MD32xxi LUNS is the same as creating a datastore with any local disk.
Begin by selecting Storage under Hardware and then select Add Storage.

%) AUSSELLT - vSphere Client =

File Edit View Inventory Administration Plug-ins Help

a @ ‘E) Home b gf] Inventary DEﬁ Hasts and Clusters ‘WSearchInventory
g & ¥ /NG

= ) AUSSELLT
[E] Austinsellwith

= B [192.168.128.202 e ] 2 Configuration
(s vml )
& e Hardware View: [Datastorss Devices
Processors Datastores Refresh Delete Add Storage. .. Rescan All...
Memary Identification | Status | Device | Capacty | Free | Type | Last Update
» Storage a datastorel @& Mormal Local DELL Disk §... 131.00 GB 130,45 GB  vmfs3 11/19/2010 11:13:
Metworking a disk3 & Mormal DELL i5C31 Disk (... 836.50GB  74H.95GE wmfs3 11/19/2010 11:13:
Storage Adapters ﬂ lunzdiskz & Mormal DELL iSCSI Disk (... 409,75 GE 455,17 GE  wmfs3 11j19/2010 11:13:
Nstwork Adapters
Advanced Settings
Power Management
Ll | |
Software Datastore Details Properties. ..
Licensed Features

Time Configuration

DMS and Routing

Authentication Services

Power Management

Yirtual Machine Startup)'Shutdawn
Wirtual Machine Swapfile Location
Security Profils

System Resaurce Allocation

Advanced Settings

Recent Tasks Mame, Target or Status contains: = Clear ®
Name | Target | Status | Details | Tnitiated by | wCenker Server | Requested Start Ti.., = | Start Time | Completed Time |
@ Rescan all HBAs g 192,165 125.202 Zompleted Adrrinistrator @ AUSSELL? 11/19/2010 11:12:43 ... 11J19/2010 11:12:43 ... 11/19/2010 1121337 ...
@ Check new notifications @ AUSSELLT @ cCompleted Whlmare wCen, .. @ AUSSELLT 11j19/2010 101:06:01 ... 13j19/2010 11:08:02 ... 11192010 11:10:09 .,

A Tasks @ &lams |

[License: Period: 83 daps remaining  [Administrator 2

42



Dell™ PowerVault™ MD32xxi/MD36xxi Deployment Guide for VMware ESX4.1 Server

Because an iSCSI disk is considered a local SCSI disk, select Disk/LUN as the storage type.

(7] AUSSELLT - vSphere Client =]
File Edit Wiew Inventory Administration Plug-ins Help

|E} Hame b gf] Inventory D@ Hasts and Clusters

g e ® R0 e

| w Search Invenkory ‘Q |
5 Add Storage [_[Olx]
Bl [ AUSSELL?
B AustinGelwith Select Storage Type
[ 1o2.168.128.202 Specify if you wank o format a new wolume or use a shared Folder aver the network.
(3 wmi
o vme
=] Disk/LUN Storage Type fudd Storage...  Rescan Al
Select Disk{LUN & Disk/LUN Type | Last Update
Current Disk Layout . .
Froperties Create a datastore on a Fibre Channel, iISCSI, or local SCSI disk, or mounk an existing YMFS volume., wmfs3 11/19/201011:13:
Formatting wmfs3 11/19{2010 11
Ready to Complete " Network File System wmfs3 11/19/2010 11
Choose this option if you want ko create a Metwork File System,
|
12 Adding a datastare on Fibre Channel or iSCSI will add this datastore to all hosts that have access Properties...
to the storage media.
Recent Tasks Help < Back | Next = I Cancel | e TS
Name | Tar T [T T IR Ty e e [ B ST A T e T | Completed Time |
@ Rescan all HBAs B 19z.1e8.128.202 @ Completed Adriniskrator [ AUSSELLY 1118/2010 11:12:43 ... 11/19/2010 11:12:43 ... 1119/2010 L1LiL337 ..
@ Check new notifications [ AUSSELLY i@  Completed WMware wCen.., [l AUSSELLY 11/19/2010 11:08:01 .., 11192010 110802 .., 11/19/2010 11:10:09 ..,
[ Tasks @ Alams | |Liense Period: £3 days remaining  |Administator -
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Next, select one of the LUNS from the MD32xxi to create a Datastore from.

|J-_-T,J Add Storage

Select Disk/LUN
Select a LUM to create a datastore or expand the current one

II=1 E3

B DiskiLUN i Mame, Identifier, Path ID, LUM, Capacity, Expandable or YMFS Labelc... - I Clear
Select Disk/LUN
Current Disk Layout Hame | Path 1D [on -~ | Capacty | YMFSLabel | Hare
Properties DELL i5CSI Disk fnaa.6842h2b000d. . ] 60,00 G Unks
Formatting DELL iSCS1 Disk {naa. 6842b2b000d. . 1 50,00 GB Unkr
Ready ko Complete
4 | il
Help | = Back | Mext = I Cancel |

A
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This screen displays the information about the disk layout. Select Next to create a VMFS partition.

=) Add Storage =]

Current Disk Layout
‘¥ou can partition and Format the entire device, all free space, or a single block of free space.

& DiskiLUN Review the current disk layout:
Select Disk/LUMN
Current Disk Layout Device Capacity Avvailable LLIM
Properties DELL i5CSI Disk (naa, 6342bz2b00049241 .., 60,00 GE 60,00 GE u]
Formatting Location
Ready to Complete Jvmnfsdevices/disks/naa.6842b2b0004 92417000000 230597970

The hard disk is blank.

There is only one lavout configuration available. Use the Mext button to proceed with the other wizard
pages.

A partition will be created and used

Help | % Back | Mext = I Cancel |
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Enter a datastore name and select Next.

|J_j Add Storage

Properties

Specify the properties for the datatore

I[=] 3

= DiskiLUM
Seleck Disk/LUM
Current Disk Lavouk
Properties
Formatting
Ready to Complete

Enter a datastore name

(.

md3Zx_lun0_datastored]

Help |

< Back | Mext = I

Cancel
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Adjust the maximum file size as needed. (For this example we used the maximum capacity.) Select
Next when finished.

(% AUSSELL? - ¥Sphere Client J [m]
File Edit Wiew Inventory Administration Plug-ins Help

a a ‘E} Home [ gf] Inventory [ Eﬂ Hosts and Clusters
s & @ /8N @
= [3) AUSSELLT
= Austingellwith
£ [/ 192166, 126.202

gy vmt
(s vmz

‘ W Search Inventory

ETJ Add Storage

Disk/LUN - Formatting
Specify the maximum File size and capacity of the datastare

= DiskiLUN

—Maximum File size
Select DiskfLUN

hidd Storage...

Rescan All...
Current Disk Lavout

Large files requirs large block size. The minimum disk space used by any Flle is equal to the File system Type | Last Update
Properties block size. wmfs3 11/19/2010 11:13:
Formatting wmfs3 11/19/2010 11

Ready to Complste wmfs3 11/19/2010 11:

- Capacity

¥ Maximize capaciky

50,00 3: B ﬂ

Properties...
et Ted's Help | < Back | Mext > I Cancel | G 53
Hame | Targ T T T rreerTer e T AT e | Completed Time |
¥ Rescan al HeAs { 1921681282 @ Completed administrator () AUSSELL? 111902010 11:12:43 ... 11j19/2010 11:12:43 ... 11{19/2010 11:13:37 ...
@ Check new notifications ) AUSSELL? @ Completed WhwarewCen... [ AUSSELL? 11j19/2010 11:08:01 ...

E Tasks @ Alams |

11/19/2010 11:02:02 ...

11/19/2010 11:10:09 ...

\Llcense Period: 83 days remaining

[Administrator %
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Review the disk layout and click Finish to add storage.

(% Add Storage =]

Ready to Complete
Review the disk layout and click Finish to add storage

Disk/LUIN Disk layout:
Ready to Complete
Device Capacity LUM
DELL iSCS1 Disk (nas 6842b2b000492417 .., 60,00 G5 a
Location

Tvmfs/devices/disksinaa.6842b2b00049241 700000cea3bs97970

Primary Partitions Capacity
WMFS (DELL iSCSI Disk (naa.6842bzb000492, ., 50,00 GE
File system:
Properties
Datastore name: md32:xxi_lun0_datasta...
Formatting
File sywskem: WMFS-3
Block size: 1ME

Maximum file size: 756 55

Help | < Back, | Finish I Cancel
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The new storage is completed and ready to use with VMs.

192.168.128.202 ¥Mware ESXi, 4.1.0, 260247

ual Machines RSN Configuration %
Hardware View: |Datastores Devices|

Processors Datastores Refresh  Delete Add Storage...  Rescanall.,
Memary Identification . ‘ Status | Device Capacity | Free | Type | Lask Update | Alan

+ Storage B datastarel & Normal Laocal DELL Disk {... 131,00 GB  130.45GB  vmfs3 12/2f2010 10:51:16 &AM Enat
Mebwaorking a md32:xxi_lun0_da... & Mormal DELL i%CSI Disk (... 50,75 GB 59.20GB  wmfs3 12/2/2010 4:37:31 AM Enat
Storage Adaphers
MNebwork Adapters
Advanced Settings

Power Managernent

<

| =

Software

Licensed Features

Time Configuration

DMS and Routing

Authentication Services

Paower Management

‘irkual Machine Startup)Shubdown
Virtual Machine Swapfile Location
Security Profile

Syskem Resource Allocation

Advanced Settings

Datastore Details

Properties...

MName, T arget or Status contains: + Clear

®
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Step 11: Configuring the VMware Path Selection Policy

By configuring the iSCSI Software Initiator the way we have, we can take advantage of several
multipathing policies, such as Most Recently Used (MRU) and Round Robin(RR). This allows for greater
and better bandwidth utilization than in previous versions of ESX.

To verify the Path Selection Policy on a datastore, select the volume from the vCenter GUI, then select
Configure -> Storage. Highlight the datastore and select Properties.

Configuration

Hardware view: |Datastores Devices
Frocessors Datastares Refresh  Delete  Add Storage..  Rescan Al
Memory Identification -+ | Status | Device | Capaity | Fres | Type | LastUpdate | alar
v Storage @ datastorel @ MNomal  LocslDELLDisk(...  13L00GE  130.45GB vmfs3 12j2[2010 10:51:16 A Enat
Hetworking E mdszod 0 da.. @ Nomal  DELLISCSIDisk{..  S9.75GB  S9.20GB vmfs3 12/2/20104:37:31 AW Enal

Storage Adspters
Hetwork Adapters
Advanced Settings

Fowsr Management

£l | |

Datastore Details Properties. ..

Software

Licensed Features

Time Configuration

DNS and Routing

Authentication Services

Powsr Management

Virkusl Maching Startup(Shutdown
Virkusl Machins Swapfile Location
Security Profile

System Resorce Allocation
Advanced Settings

Hame, Target o Status contains: ~ Clear X

From the properties window select Manage Paths.

192.168.128.202 ¥Mware ESXi, 4.1.0, 260247

md32xxi_lun0_datastorel Properties

E Yolume Properties
General Farmat eleste  Add Storage...  Rescanall..,
Datastore Mame:  md32xxi_lund_dataskar. .. Rename. .. File: Systemn: WMFS 3,46
—_— | : pe | Last Update | alar
v | TotalCapacity:  sa.75GE Increase.., EE(IOEE EBE fs3 12/2/201010:58:39 AM  Enal
Bl et 18 fs3 12(2/2010 10:58:33 AM _ Enat
Storage If0 Control
T s Lot |
Extents Extent Device
~ AVMFS file system can span multiple hard disk partitions, or The extent selected on the left resides on the LUM or physical ﬂ
St extents, to create a single logical valume. disk described below,
s | Properties...
Extent | Caparty | Device Capacity
DELL I5CS1 Disk (naa.B542h2h00049241700. . 60,00 G | DELL 1551 Disk (@ 6542b2h0. . 50,00 GB
Primary Paititions Zapacity
1. ¥MF3 60.00 GB
Storage I/0 Contrc
60.00 GB Disabled
59,75 GB
Refresh | IManage Paths. .. I

Close Help —I LI
Marme, Target or Status cantaing: - Clear ®
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The path selection can be either MRU or RR and the Storage Array Type should be VMW _SATP_LSI.

192.168.128.202 ¥YMware ESXI, 4.1.0, 260247

—Policy

. ELL iSCSI Disk {naa.6842b2b00049241700000cea3b59797b) Manage Paths

Path Selection:

Storage Array Type!

Add Starage... Rescan all...

IMost Recently Used (YMware)

yW_SATP_LS

ﬂ Zhange: | Jete

E | Last Update | Alan
3 12§2f2010 10:58:39 AM Enat

[ Paths

3 12{22010 10:58:39 AM Enat

Runtime MName Target LUM

wmhba39:C0:T0:LD
wmhba3®; C2:T0:L0
wmhba3g:C1iT0:Ln

| Status
Stand by
Stand by
& Active

| Preferred |

i

vmhba39:C3:T0:L0

oo o

@ Active (I/O)

Properties. ..

Refresh

Mame: ign. 1995-01 . com. vmware:ESXR7 10-717ea6de-00023d000014,ign. 1 984-05. com. dell:pawervault, md3200i.6542b2b00. .
wmhba39:C3:T0:L0

Runtime MName:

iSCS1

Adapter: ign, 1998-01,com, vmware ESER710-71 7eabde

ISCST Alias:
Target:

Storage I/0 Conktrc
60,00 GB Disabled

59.75GB

Close I Help | | |

Mame, Target or Status contains: ~ Clear

x
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Contact Information

Dell Support information:

HTTP://SUPPORT.DELL.COM/SUPPORT/TOPICS/GLOBAL.ASPX/SUPPORT/PRODUCT SUPPORT/PRODUCT SUPPORT CENTRAL?C
=Us&cs=555&L=EN&S=BIZReferences

VMware vSphere 4.1 documentation:

http://www.vmware.com/support/pubs/vs pages/vsp pubs esxi4l e vc4l.html

Dell/VMware alliance home page:

http://www.dell.com/vmware
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Appendix A

Adding an MD36xxi to the ESX Rule Set

To use MD3600i with ESX 4.1 and ESX 4.1 Update 1, the MD36xxi PID has to be added to the manageable
device list for the VMW_SATP_LSI module. Otherwise, the guest host will not be able to see the
mapped volumes and perform 1/0's.

Consequently, the following procedure needs to be run before mapping virtual disks to ESX guest OS’s.
The setup of an MD36xxi vs an MD32xxi is identical through Step 4 of the procedure in this document.
At Step 5, prior to enabling the iSCSI initiator to prepare the ESX host to connect to the PowerVault
SAN, on the ESX host you need to run

#/*example to add MD 36001 VID/PID (following the MD3200i format)*/
#esxcli nmp satp addrule -V DELL -M MD36xxi -s VMW_SATP_LSI

This command adds MD36xxi devices into the device list for VMW _SATP_LSI module. After running this
command, proceed with Step 5: Enable the VMware iSCSI Software Initiator.

Steps for Using the iSCSI Offload Functions of a NIC

Lower CPU utilization and potentially lower power consumption justify offload adapters (hardware
initiators). With hardware-based iSCSI storage, you use a specialized third-party adapter capable of
accessing iSCSI storage over TCP/IP(a.k.a. iSCSI Offload, ISOE adapters). This iSCSI initiator handles all
iSCSI and network processing and management for your ESX/ESXi system.

The list of hardware initiators supported on the MD32xxi can be found here. You must install and
configure the hardware iSCSI adapter for your host to be able to access the iSCSI storage device. For
installation information, see either Broadcom or Emulex documentation.

With respect to Broadcom NICs, this site from VMWare identifies ‘Functionality Caveats’ which include:

e Broadcom Hardware iSCSI does not support Jumbo Frames or IPv6.

e Dependent hardware iSCSI does not support iSCSI access to the same LUN when a host
uses dependent and independent hardware iSCSI adapters simultaneously. This site
gives further information regarding dependent & independent adapters. Note that Dell
support in this regard extends only to dependent adapters.

Considerations Involving Subnet Configuration

Subnets should be allocated by the number of array ports per controller. With the MD32xxi you only get
an active path to multiple ports on the same controller if they are on different subnets/vLANSs. Since
the MD3220i has 4 ports per controller you achieve your best throughput with 4 subnets.

On an MD32xxi, each disk group is owned by a controller and the LUNs are assigned out of those disk
groups. Only one controller at a time has access to the LUNs. The alternate controller has access to
those LUNs but only as a failover alternate path. This LUN/controller relationship is reported by the
MD32xxi to VMware which then dictates the paths (and the "optimal” condition of the MD32xxi).

On the MD32xxi, setup each port on a different subnet with one disk group per controller, each disk
group with 4 LUNS (one LUN per port).
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Regardless of the pathing method in VMware, you will only have one active port on each controller of
the array if you do not create additional subnets. Without additional subnets this will cause a bottle-
neck at the controller since pathing is at the disk group level rather than the LUN level for the
MD3xxxi. Configuring RR to the same LUN across both controllers is not recommended.

Changing the Pathing Policy
Use the following ESXi CLI commands to switch the pathing policy. They must be run for each device.
(Note that this can also be accomplished via the GUI.)

esxcli nmp device setpolicy --device < device name > --psp VMW_PSP_MRU
esxcli nmp device setpolicy --device < device name > --psp VMW_PSP_RR
esxcli nmp device list

Improving Performance

The number of servers and physical NICs as well as the 1/0 access characteristics will affect how you
configure the MD32xxi. Performance depends on many variables. For example, if you have lots of
random data going to one LUN and lots of sequential data on another LUN, you might want them to be
on separate disk groups as all that random movement could inhibit performance of the sequential data.
However, if all the data is sequential, you might get better performance keeping both the LUNs on a
large disk group and take advantage of spindles, so a lot depends on the nature of your data.

A performance tuning guide that talks about various variables that you can try and how each might
impact performance is available here.

Using the MD Configuration Utility (MDCU)

This utility provides a wizard for configuring ports on an MD3xxxi. A user would employ this on a guest
OS under an established VM.

Considerations Involving Volume Not On Preferred Path

Virtual Disk Not On Preferred Path(VNOP) condition is the result of a Virtual Disk (LUN) being assigned
to the alternate controller from its original assignment when first created.

This situation can arise as a combination of default settings for Virtual Disk creation in the MD32xxi and
the creation of active iSCSI sessions between the host and the MD32xxi for iSCSI access. In this case,
insufficient active paths have been defined to allow multipath access preferred by the MD32xxi storage
array for performance and redundancy features.

The difference between the current path and MD32xxi preferred path can be a configuration issue, and
in most cases is not a functional path or hardware failure. There are corrective actions possible to
resolve the reported Virtual Disk Not On Preferred Path fault condition without replacement of any
hardware.
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